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PDI Link 

https://dev346475.service-now.com/  
Password: Yeswecan!7 

15 Records Incident Dataset :  Lab Simulation

Roles & Responsibilities 

Nama Role Deskripsi Tanggung Jawab 

All Customer 
(its_user) 

Log in to the portal /sp, 
create 15 incident 
tickets based on the 
dataset, 5 network 
(Donelly), 5 hardware 
(Astrid), and 5 software 
(Razan). Fill in the short 
description and details, 
monitor status in My 
Incidents, and provide 
confirmation after 
issues are resolved. 

Log in to the portal /sp, create 15 
incident tickets based on the 
dataset, 5 network (Donelly), 5 
hardware (Astrid), and 5 software 
(Razan). Fill in the short 
description and details, monitor 
status in My Incidents, and 
provide confirmation after issues 
are resolved. 

All Service 
Desk Agent 
(its_worker) 

Tier 1 agent responsible 
for initial triage and 
forwarding tickets to 
the appropriate 
specialist teams. 

Review every new ticket, ensure 
proper categorization, assign to 
the correct group (Network 
Support → Donelly, Hardware 
Support → Astrid, Software 
Support → Razan), add work 
notes “Ticket triaged and 
assigned to specialist,” and 
change status to In Progress. 

Ananda 
Donelly 

Network 
Specialist 
(its_net) 

Tier 2 specialist 
responsible for handling 
network-related 
incidents. 

Troubleshoot VPN, router, or 
connectivity issues; provide 
handling notes and solutions; and 
change ticket status to Resolved.​
Creating BPMN and explanation. 

Astrid 
Meilendra 

Hardware 
Specialist 

(its_hw) 

Tier 2 specialist for 
hardware incidents. 

Diagnose problems in printers, 
servers, and other hardware; 
record replaced or repaired 
components; and mark tickets as 

https://docs.google.com/spreadsheets/d/1AkFXIOjh4--5H2RrtrkaGO-3c2U5nl-K3MyHzRj3EMM/edit?usp=sharing
https://dev346475.service-now.com/


Resolved. Creating BPMN and 
explanation. 

Muhammad 
Razan 
Parisya 
Putra 

Hardware 
Specialist 

(its_sw) 

Tier 2 specialist for 
software and 
application-related 
incidents. 

Resolve application crashes, 
bugs, or SaaS issues; add notes 
regarding applied patches or 
configurations; and close the 
ticket with Resolved status. 
Creating BPMN and explanation. 

 

Workflow 

 
The simulation workflow follows the Incident Management process based on the ITIL 4 
framework, consisting of the following stages: 
Logging → Categorization → Assignment → Investigation → Resolution → Closure. 

1.​ Customer (its_user) creates a new incident report via the Service Portal. ​
Initial status: New. 

2.​ Service Desk Agent (its_worker) reviews incoming tickets, validates categorization, 
assigns them to the appropriate support group (Network / Hardware / Software), 
adds a work note, and updates the status to In Progress. 

3.​ Specialists (its_net / its_hw / its_sw) receive assigned tickets, perform technical 
troubleshooting according to their expertise, and update the status to Resolved 
once resolved. 

4.​ Customer (its_user) logs back into the portal to verify the resolution and provide 
feedback or appreciation for the service. 

Screenshots 

a.​ Customer’s Service Portal showing submitted incidents.  



 
b.​ Agent’s list showing assigned tickets and work notes.  

 
 

c.​ Specialists resolving a ticket (incident form open, State = Resolved). 

 



User Accounts and Roles 

its_user 

 

 

 



 

its_worker 

 

 



 

 

its_net 

 

 



 

 

its_hw 

 



 

its_sw 

 

 

 
 



System Setup 

Network 
Support Team 

 

 

Hardware 
Support Team 

 

 

Software 
Support 
System 

 



 

 

Phase 1  

The user its_user created 15 incident tickets based on the dataset. There are 5 incidents in 
the Network category (VPN-router connection failure, unstable Wi-Fi, office-wide outage), 5 
in the Hardware category (printer driver issue, server fan overheating), and 5 in the 
Software category (SaaS malfunction, application crash). All incidents were submitted 
through the Service Portal and appear in the My Incidents menu with the status New.​
 

Network 
Incident 
#1 

 
VPN-router 
connection 
failure 

Network 
Incident 
#2 

Office-wide 
connectivity 
disruption 



Network 
Incident 
#3 

Unstable 
Wi-Fi 
connectivit
y 

Network 
Incident 
#4 

SaaS 
network 
disruption 

Network 
Incident 
#5 

Office 
network 
outage 



Hardware 
Incident 
#1 

Printer 
driver 
compatibili
ty issue 

Hardware 
Incident 
#2 

Audio 
hardware 
not 
detected 

Hardware 
Incident 
#3 

Server fan 
failure 
causing 
overheatin
g 



Hardware 
Incident 
#4 

Hardware 
failure in 
analytics 
systems 

Hardware 
Incident 
#5 

Infrastructu
re 
hardware 
outage 

Software 
Incident 
#1 

Cloud SaaS 
malfunction 



Software 
Incident 
#2 

Application 
crash issue 

Software 
Incident 
#3 

Office app 
access 
failure 

Software 
Incident 
#4 

Software-de
vice 
incompatibili
ty 



Software 
Incident 
#5 

SaaS 
environment 
outage 

Phase 2 

its_worker accessed the platform through the ServiceNow interface. They reviewed each 
new ticket, performed triage, and ensured that the category was correct. They then 
assigned the appropriate Assignment Group based on the category: 

-​ Network → Network Support Team 
-​ Hardware → Hardware Support Team 
-​ Software → Software Support Team  

A work note was added: “Ticket triaged and assigned to specialist”.​
 

Network 
Incident 
#1 

VPN-router 
connection 
failure 



Network 
Incident 
#2 

Office-wide 
connect-​
ivity 
disruption 

Network 
Incident 
#3 

Unstable 
Wi-Fi 
connectivi
ty 

Network 
Incident 
#4 

SaaS 
network 
disruption 



Network 
Incident 
#5 

Office 
network 
outage 

Hardwar
e 
Incident 
#1 

Printer 
driver 
compatibi
lity issue 

Hardwar
e 
Incident 
#2 

Audio 
hardware 
not 
detected 



Hardwar
e 
Incident 
#3 

Server 
fan failure 
causing 
overheati
ng 

Hardwar
e 
Incident 
#4 

Hardware 
failure in 
analytics 
systems 



Hardwar
e 
Incident 
#5 

Infrastruc
ture 
hardware 
outage 

Software 
Incident 
#1 

Cloud SaaS 
malfunctio
n 

Software 
Incident 
#2 

Application 
crash issue 



Software 
Incident 
#3 

Office app 
access 
failure 

Software 
Incident 
#4 

Software-d
evice 
incompatib
ility 



Software 
Incident 
#5 

SaaS 
environme
nt outage 

Phase 3 

Each specialist is assigned 2–3 incidents relevant to their expertise. Upon completion, 
technical notes are added and the status is updated to Resolved.   

Networ
k 
Incident 
#1 

VPN-ro
uter 
connec
tion 
failure 

 

 

Networ
k 
Incident 
#4 

SaaS 
networ
k 
disrupti
on 

 

 

Networ
k 

Office 
networ

 



Incident 
#5 

k 
outage 

 

Hardwa
re 
Incident 
#3 

Server 
fan 
failure 
causing 
overhe
ating 

 

 

Hardwa
re 
Incident 
#4 

Hardw
are 
failure 
in 
analyti
cs 
system
s 

 
 

Hardwa
re 
Incident 
#5 

Infrastr
ucture 
hardwa
re 
outage 

 



 

Softwar
e 
Incident 
#1 

Cloud 
SaaS 
malfunct
ion 

 

Softwar
e 
Incident 
#2 

Applicati
on crash 
issue 

 

Softwar
e 
Incident 
#3 

Office 
app 
access 
failure 

 

Phase 4 

The user its_user returned to the portal and verified that all tickets had been Resolved. 
They added comments or words of appreciation to several tickets and then closed the 



cases.​
 

Network 
Incident 
#1 

VPN-rou
ter 
connecti
on 
failure 

 

Network 
Incident 
#4 

SaaS 
network 
disrupti
on 

 

Network 
Incident 
#5 

Office 
network 
outage 

 



Hardwar
e 
Incident 
#3 

Server 
fan 
failure 
causing 
overhea
ting 

Hardwar
e 
Incident 
#4 

Hardwa
re 
failure 
in 
analytic
s 
systems 



Hardwar
e 
Incident 
#5 

Infrastr
ucture 
hardwar
e 
outage 

Software 
Incident 
#1 

Cloud 
SaaS 
malfuncti
on 

Software 
Incident 
#2 

Applicati
on crash 
issue 



Software 
Incident 
#3 

Office 
app 
access 
failure 

Reflection 

Through this simulation, we gained a deeper understanding of how the Incident 
Management process is carried out in the ServiceNow platform in accordance with the 
principles and framework of ITIL 4. We realized that each stage, from incident reporting by 
the user, triage by the Service Desk Agent, to resolution by the specialist team, plays a vital 
role in creating user-oriented service value. Moreover, this simulation fostered awareness of 
the importance of transparent communication and accurate documentation in ensuring 
effective incident handling. It also helped us understand how ITIL 4 promotes collaboration, 
visibility, and continuous improvement. 
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